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Language is a part of our organism and no less complicated 
than it. … The tacit conventions on which the understanding of 
everyday language depends are enormously complicated.

Ludwig Wittgenstein, May 14, 1915

Language is more than words—it is the amalgamation of sounds and simultane-
ously co-occurring visual inputs (e.g., facial features, gestures and nearby objects) 
that combine to mutually influence one another. The human linguistic system1 is 
equipped to automatically integrate and process information from multiple modali-
ties and to use this integrated information to enhance processing. Perhaps the most 
well-known demonstration of the interactivity of the language processing system 
is the McGurk effect (McGurk and MacDonald 1976), which is a perceptual phe-
nomenon in which competing auditory and visual information lead to the percep-
tion of an un-presented sound. For example, if a listener hears the phoneme /ba/ 
while simultaneously watching a video of a speaker’s lips producing /ga/, the com-
bination of the competing inputs often leads listeners to perceive the phoneme /

1The vocabulary that we use to describe functions such as language, cognition, and perception 
(e.g., “linguistic system”) implicitly identifies entities as distinct from one another. However, lan-
guage, cognition, and perception are not distinct modules, but rather are part of a highly inter-
active network. In order to understand how this system operates, we use math symbols (e.g., 
computational models) or verbal labels (e.g., words) to describe particular functions of the net-
work. The inclusion of these terms does not preclude interactivity, but rather gives us a way to 
describe functions and refer to concepts either verbally or symbolically.
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da/, even though the sound /da/ was never presented. When one of the modalities 
is stripped away (i.e., participants receive only auditory or only visual input) par-
ticipants’ perceptions match the input. The McGurk effect holds even when the 
sources of auditory and visual information are presented with a separation in space 
(Jones and Munhall 1997; MacDonald et al. 2000) or with a discrepancy in tempo-
ral presentation (Van Wassenhove et al. 2007) and therefore do not appear to ema-
nate from the same source (for a demonstration of the McGurk effect see auditory
neuroscience.com/McGurkEffect).

The robustness of the McGurk effect and other demonstrations of audio-visual 
integration (e.g., co-speech hand gestures: Kelly et al. 2004; processing of facial 
articulatory movements: Van Wassenhove et al. 2005), coupled with evidence that 
even infants appear able to combine auditory and visual inputs by matching facial 
movements with their corresponding sounds (Kuhl and Meltzoff 1982), together 
lend credence to the idea that integration from multiple modalities is important for, 
and inherent to, language perception and processing (see also the motor theory of 
speech perception, e.g., Liberman and Mattingly (1985), for an example of inte-
gration across motor and auditory domains). This cross-modal integration may be 
of even greater significance for bilingual speakers, who rely on auditory and visual 
cues to interpret information from multiple languages.

In the beginning stages of second language learning, visual input can aid in 
the acquisition of non-native phonemic contrasts (e.g., Hardison 2003; Hazan 
et al. 2002) and novel vocabulary (Plass et al. 1998). For example, while learn-
ing German, native English speakers are better able to remember word translations 
when they are presented both verbally and with a visual representation (i.e., pic-
ture or video clips; Plass et al. 1998). Visual input, in the form of facial cues (e.g., 
Ronquest and Hernandez 2005; Soto-Faraco et al. 2007) or head movements (e.g., 
Davis and Kim 2006), can also be used to determine the language of an interloc-
utor. In fact, bilingual infants are better than monolingual infants at discriminat-
ing between languages based on visual input alone (i.e., silent videos of speakers; 
Sebastián-Gallés et al. 2012; Weikum et al. 2007). The multi-modality of the lan-
guage system, then, appears to be a crucial part of bilingual language acquisition 
and perception.

Furthermore, the importance of an interactive language system is not limited to 
the beginning stages of bilingualism. Even for highly skilled, balanced bilinguals, 
who use both of their languages on a daily basis, there is a discrepancy between 
auditory perceptual abilities in their two languages. For example, French-Spanish 
bilinguals may fail to perceive lexical stress in Spanish (Dupoux et al. 2010), and 
Catalan-Spanish bilinguals may be unable to recognise certain phonemic contrasts 
in Catalan in spite of fully developed perceptual abilities in Spanish (Sebastián-
Gallés et al. 2005). Such perceptual difficulties in a second language can be over-
come by integrating information from the speech stream with visual information 
provided by facial articulatory gestures (Navarra and Soto-Faraco 2007). Visual 
input can also aid bilinguals’ retrieval of lexical items (Schroeder and Marian, 
in prep). In speech production, visual and motor input from the use of hand ges-
tures has been linked to better linguistic access (for a review see Krauss and Hadar 
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1999). In fact, bilinguals often produce more hand gestures than their monolin-
gual peers (see Nicoladis 2007 for a review of bilinguals’ use of hand gestures). 
Together, such findings demonstrate the positive effects of multi-modal processing 
within a bilingual context.

9.1  Eye-Tracking as an Index of a Multi-Modal  
Language System

There are a variety of methods that have been developed to explore the interactive 
nature of the language processing system, including neuroimaging (e.g., Calvert 
et al. 1997; Campbell et al. 2001) and electrophysiological techniques (e.g., Kelly 
et al. 2004; Musacchia et al. 2007); computational modelling (e.g., Dupont and 
Luettin 2000; Shook and Marian 2013); and behavioural methods such as cross-
modal priming (e.g., Berry et al. 1997; Loveman et al. 2002) and visual word 
recognition (e.g., Baron and Strawson 1976). A particularly powerful method is 
eye-tracking, which can index participants’ real-time reactions to simultaneous 
auditory and visual inputs.

Eye-tracking provides a means of measuring gaze and eye motion around a 
visual scene by exploiting the reflective properties of the eye. In the most com-
mon eye-tracking systems, infrared light, unseen by the participant, illuminates the 
pupil and cornea. Calculating the angle between the two yields a measure of gaze 
direction, which can be calibrated to a visual scene.

Current eye-tracking methods are capable of tracking eye movements at sam-
pling rates of up to 2,000 Hz, and provide high temporal resolution that allows for 
the exploration of real-time language processing.

A popular technique that relies on eye-tracking to study language is the visual 
world paradigm (e.g., Cooper 1974; Tanenhaus et al. 1995), in which participants 
carry out spoken instructions to touch, move, or manipulate objects in a visual 
workspace that is either real or presented on a computer screen (e.g., Tanenhaus 
and Spivey-Knowlton 1996). Such work has informed our understanding of lan-
guage processing by illustrating the incremental nature of comprehension. In other 
words, spoken-language processing occurs over time as auditory information 
unfolds, and multiple lexical candidates can be partially activated (Marslen-Wilson 
1987). For example, the spoken word “candy” will activate words such as “cap,” 
“can,” and “candle,” as the sounds “c-a-n-d-y” emerge over time. Eye movements 
are sensitive to these instances of multiple activation, and a participant who is 
instructed to “Pick up the candy” will glance at a candle that is also in the visual 
display (e.g., Allopenna et al. 1998; Tanenhaus et al. 1995). Because participants’ 
eye movements to objects in a visual scene are closely time-locked to the auditory 
references to those same objects, eye-tracking, by indexing those eye movements, 
provides an on-line measure of how language comprehension progresses.

By exploiting these temporal dynamics of auditory language processing, eye-
tracking research has been able to demonstrate that not only is language processed 
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incrementally and influenced by relationships between linguistic features, but 
it is also immediately influenced by relevant visual information. For example, 
when items with phonologically overlapping names are simultaneously present 
in a search display (e.g., “candy” and “candle”) and participants are instructed to 
interact with one of those objects (e.g., “Click on the candy”), not only do they 
make eye movements to the phonologically related competitor (e.g., candle), but 
eye movements are also slower to the target when the competitor is present (e.g., 
Tanenhaus et al. 1995, 1996). Whereas participants are able to identify the target 
an average of 55 ms before the offset of the target name when no competitor is 
present, target identification takes place approximately 30 ms after word-offset 
when there is a competitor present (Tanenhaus et al. 1995). Because auditory 
information is identical across competitor-present and competitor-absent trials and 
the only variable factor is the visual input, such studies provide evidence that rel-
evant visual context affects the early stages of spoken-language processing.

In addition to providing good temporal correspondence that allows for the 
indexing of on-line language processing, eye-tracking is also recognised for its 
ability to be used in natural language contexts. When words are embedded in 
natural sentence structures, eye movements can be measured without disrupting 
spoken input. This allows researchers to explore real-time language comprehen-
sion (as discussed throughout this chapter) and production (e.g., Griffin and Bock 
2000; Meyer et al. 1998).

9.2  Using Eye-Tracking to Explore Bilingual  
Multi-Modal Language Processing

Because of its ability to index natural language with good temporal correspond-
ence, eye-tracking has found its niche not only in monolingual language process-
ing research but also in the exploration of bilingual language processing. Within 
bilingualism research, eye-tracking was first introduced to explore whether bilin-
guals process their two languages in parallel or separately. Parallel processing 
assumes that both of a bilingual’s two languages are activated simultaneously; 
conversely, separate or sequential processing assumes that a bilingual speaker or 
listener has selective access only to the language system that is currently in use. 
While some behavioural evidence suggested that a bilingual’s languages were 
independently activated and that interference did not occur across languages (e.g., 
Durgunolu and Roediger 1987; Gerard and Scarborough 1989; Kirsner et al. 1980; 
Ransdell and Fischler 1987; Scarborough et al. 1984; Watkins and Peynircioglu 
1983), other studies provided reason to believe that bilingual language process-
ing may occur in parallel, with both languages becoming simultaneously activated 
and mutually influencing one another (e.g., bilingual Stroop task: Chen and Ho 
1986; Preston and Lambert 1969; Tzelgov et al. 1990; cross-linguistic priming: 
Beauvillain and Grainger 1987).
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However, in tasks such as cross-linguistic priming paradigms and the bilin-
gual Stroop (in which participants see printed colour words in one language and 
are instructed to name the ink colour of those words in another language, i.e., the 
Spanish word for blue, “azul”, written in yellow ink), both of a bilingual’s lan-
guages are overtly cued. It is therefore not clear whether parallel processing occurs 
when only one language is intentionally accessed. In the Stroop task, for example, 
visual input is provided in one language and production happens in the second; 
in cross-linguistic priming tasks both languages are visually presented. What is 
needed, then, is a methodology that allows for the activation of two languages to 
be tested while only requiring input or output in a single language.

Techniques that probe the activation of a language without overt cuing have 
been used to explore parallel language access in bilingual production (e.g., 
Colomé 2001; Costa et al. 2000; Hoshino and Kroll 2008; for a review see Kroll 
et al. 2006), written comprehension (e.g., Midgley et al. 2008; Morford et al. 
2011; Thierry and Wu 2007; Van Heuven et al. 1998), and spoken comprehension 
(Marian and Spivey 2003a, b; Spivey and Marian 1999). Specifically, in spoken 
comprehension, eye movements are often used to index language processing in 
bilinguals (but see also Thierry and Wu 2007 for an example of how electrophysi-
ological techniques can be used to explore parallel language access).

Using the visual world paradigm, Spivey and Marian (1999) provided the first 
eye-tracking evidence of parallel language activation during bilingual language 
comprehension. They tested Russian-English bilinguals in monolingual Russian 
sessions in which participants were requested, for example, to pick up the post-
age stamp (“Poloji marku nije krestika”). In competitor conditions, the target 
object (e.g., “marka,” Russian for “postage stamp”) was accompanied by an object 
whose English name shared initial phonological features with the target (e.g., 
“marker”). As the auditory instructions unfolded, incoming phonological informa-
tion mapped to both of the bilinguals’ languages, and participants made looks to 
the phonologically competing “marker”, even though input was only received in 
Russian (see Fig. 9.1). Moreover, not only do bilinguals experience between-lan-
guage competition (e.g., “marker” competes with “marka”) but, like monolinguals, 
they also experience within-language competition in each of their two languages 
(e.g., “candy” competes with “candle” in English, and “spichki” [matches] com-
petes with “spitsy” [knitting needles] in Russian; Marian and Spivey 2003a). 
Although within-language competition is typically stronger than between-lan-
guage competition (Marian and Spivey 2003b), bilinguals must still contend with 
multiple sources of competition—in contrast to monolinguals who only encounter 
competition within a single language.

Furthermore, to add to these already challenging processing demands, 
within-language competition and between-language competition can occur 
simultaneously (Marian and Spivey 2003b). When Russian-English bilinguals 
were presented with visual world displays that contained a target object (e.g., 
“speaker”) paired with both a within-language competitor (whose English name 
was phonologically similar to the target, e.g., “spear”) and a between-language 
competitor (whose Russian name was phonologically similar to the target; e.g., 
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“spichki” [matches]), they made eye movements to both the Russian and the 
English competitors. This suggests that bilinguals simultaneously experience 
competing activation from lexical items that overlap phonologically both within 
and across their two languages. Importantly, these findings are robust and have 
been replicated in language pairs including Dutch and English (e.g., Lagrou et al. 
2013; Weber and Cutler 2004), French and German (e.g., Weber and Paris 2004), 
Spanish and English (e.g., Canseco-Gonzalez et al. 2010; Ju and Luce 2004), and 
Japanese and English (e.g., Cutler et al. 2006).

Not only do these eye-tracking studies demonstrate that both of a bilingual’s 
languages are activated in parallel, but they also illustrate how the surround-
ing visual display interacts in real time with the phonological information being 
received by the bilingual listener (Marian 2009). This audio-visual integration 
during spoken-language processing has been explored computationally using the 
Bilingual Language Interaction Network for Comprehension of Speech (BLINCS; 
Shook and Marian 2013), which is, to our knowledge, the only model to date 
that illustrates and predicts bilingual spoken-language activation as it occurs 
over time (as individual phonemes unfold) within a constraining visual environ-
ment (see Fig. 9.2). Specifically, the model receives a word one phoneme at a time 
and, after each phonemic unit, determines which words (in two languages) best 
match that input. Lexical units that match the phonemic input receive activation, 
with activation levels of each unit changing over time as additional phonemes are 
introduced into the model. Simultaneously, information about visual representa-
tions is integrated into the semantic level of linguistic processing, so that words 
with meanings that map more closely to the semantic information provided by the 
visual input receive a greater amount of activation. Through direct top-down links 

Fig. 9.1  An illustration of 
a search display showing a 
Russian-English bilingual’s 
fixations (crosshairs) on the 
phonologically competing 
“marker” (top left quadrant) 
when instructed in Russian 
to pick up the postage stamp 
(marka in Russian; bottom 
right quadrant). (Adapted 
from Spivey and Marian 
1999, Fig. 1.)
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between the semantic and phono-lexical levels, BLINCS is able to simulate how 
objects in a visual scene affect the activation (and eventual selection) of words 
within the bilingual’s lexicon and can make predictions that are supported by 
behavioural eye-tracking data (see Fig. 9.3).

One prediction made by BLINCS is that competition and dual-language activa-
tion in bilinguals can occur both from bottom-up phonological input and from top-
down connections.

In fact, recent eye-tracking work supports this hypothesis by demonstrating 
that bimodal bilinguals, who are users of a spoken and a signed language such 
as English and American Sign Language (ASL), experience competition between 
their two languages (Shook and Marian 2012). Shook and Marian instructed ASL-
English bilinguals to click on a target image, such as “cheese.” Embedded in the 
computerised display was a competitor item whose name overlapped in ASL on 
three of four phonological parameters—hand-shape, motion, location of the sign 
in space, and orientation of the palm or hand. For example, the ASL sign for 
“paper” overlaps with “cheese” in hand-shape, location, and orientation, whereas 
the pair differs in the motion of the signs. Importantly, none of the target-com-
petitor pairs overlapped in English phonology. Participants were instructed, in 

ORTHO-LEXICAL 

PHONOLOGICAL 
(shared) 

PHONO-LEXICAL 

SEMANTIC 
(shared) 

Auditory Input 

Visual Information 

Integration of visual context / visual scene information  

(e.g., the Visual World Paradigm) 

Integration of visual speech information 

(e.g, The McGurk effect) 

Fig. 9.2  The Bilingual Language Interactive Network for Comprehension of Speech (BLINCS) 
is equipped to integrate visual information with unfolding auditory input to model and predict 
bilingual spoken-language activation as it occurs over time within a constraining visual environ-
ment. (From Shook and Marian 2012, Fig. 1.)
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English only, to click on the target item (i.e., “Click on the cheese”) while their 
eye movements were recorded. Recall that in the classic visual world paradigm 
studies, unfolding auditory information leads to competition between items in the 
non-target language (e.g., “Click on the speaker” leads to looks to the matches, 
“spichki” in Russian; Marian and Spivey 2003b). However, in Shook and Marian’s 
study, the bilinguals’ languages did not share auditory phonology. Nevertheless, 
despite a lack of unfolding English phonological information that would lead to 
the activation of “paper” when “cheese” was heard, ASL-English bilinguals gave 
more looks to the paper than did English monolinguals, and they also gave more 
looks to the paper than to control items that did not overlap with the target in ASL 
phonology. This demonstrates that languages are activated in parallel even when 
bottom-up, featural information is only available for one of the languages, and 
provides support for a language system that includes top-down or lateral connec-
tions (see Fig. 9.4). It also suggests that information in a visual display can affect 
linguistic processing even if the visual input cannot be mapped directly onto the 
incoming language stream.

Further support for a highly interactive bilingual language system and the role 
of visual input in language activation comes from recent research suggesting 
that bilingual language access can proceed even in the absence of any bottom-
up linguistic information. Chabal and Marian (2015) presented Spanish-English 
bilinguals with an image of a target object (e.g., a clock, “reloj” in Spanish) and 
asked them to search for that item in a subsequent visual display. Even though the 
objects’ linguistic forms were never explicitly presented (i.e., there was no audi-
tory input), participants made eye movements to objects whose names overlapped 
with the target in English (e.g., a cloud, “nube” in Spanish) and to objects whose 

Fig. 9.3  Activation of the BLINCS model during auditory presentation of the word “pear” 
accompanied by visual presentation of pear alone (a) and pear and dog [perro in Spanish] (b). 
These figures illustrate how BLINCS allows for interactions between auditory and visual inputs 
within the bilingual language processing system. (Adapted from Shook and Marian 2013, Fig. 11 
Panels A and B.)
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names overlapped with the target in Spanish (e.g., a present, “regalo” in Spanish). 
The same image, therefore, was able to lead to access of both of the bilinguals’ 
languages. This demonstrates the ubiquity of multi-modal linguistic processing 
by showing that visual input alone may be sufficient to spark language access. 
Moreover, it provides strong evidence for the parallel access of both of a bilin-
gual’s languages because the viewing of pictures activated not only English but 
also Spanish, which was never used within the context of the experiment (all task 
instructions and experimenter interactions occurred in English only).

9.3  Consequences of an Interactive  
Bilingual Language System

One consequence of the highly interactive nature of the bilingual language system 
is that bilinguals must develop strategies to cope with the constant activation of 
both of their languages. It has been proposed (e.g., Kroll 2008) that as a result 
of suppressing information from the unneeded language and of attending only 
to the relevant language, bilinguals have enhanced executive function abilities 
relative to monolinguals (e.g., Bialystok 2006, 2008; Costa et al. 2008; Martin-
Rhee and Bialystok 2008; Prior and Macwhinney 2009). For example, bilingual 

Fig. 9.4  Proposed pathways showing bottom-up (e.g., auditory phonological information to the 
lexical item “cheese”), lateral (e.g., the spoken lexical item “cheese” to the sign for cheese), and 
top-down (e.g., the lexical sign for cheese to the phonological feature of handshape) connections 
between languages. When bimodal bilinguals were instructed in English to find the “cheese,” 
they made eye movements to the “paper,” which shares phonological overlap with cheese in 
American Sign Language but not in English. (From Shook and Marian 2012, Fig. 4.)
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children have been found to outperform monolingual children on tasks requiring 
attentional control (e.g., Martin-Rhee and Bialystok 2008), and similar bilingual 
advantages have been observed across the lifespan (e.g., Bialystok et al. 2004; 
Bialystok 2008; Costa et al. 2009). It is important to note, however, that the extent 
of bilinguals’ executive function gains and inhibitory abilities may be dependent 
upon a number of factors including proficiency levels across their two languages 
(e.g., Khare et al 2013; Singh and Mishra 2013), their amount of experience 
within a bilingual environment (Bialystok and Barac 2012), and the age at which 
they became actively exposed to both languages (Luk et al. 2011). Nevertheless, 
consistent with the multi-modality of the bilingual experience, executive function 
advantages are seen in the auditory (e.g., Soveri et al. 2010), visual (for a review 
see Bialystok 2011), and combined audio-visual (e.g., Bialystok et al. 2006; 
Krizman et al. 2012) domains.

However, the link between bilinguals’ need to control interference within and 
across their languages and their performance on executive tasks remained largely 
inferential. Bilinguals were known to activate both of their languages and were 
known to display enhanced cognitive control abilities, but a direct connection 
between the two had never been empirically demonstrated. In order to explain 
how the processing of ambiguous auditory information (which could lead to acti-
vation of multiple words within the lexicon) can be associated with executive 
function, Blumenfeld and Marian (2011) tested monolinguals and bilinguals on 
a visual world paradigm task containing an item whose name overlapped phono-
logically with the name of a spoken target (e.g., “Click on the plum” while a plug 
was present in the search display). Following each eye-tracking trial, participants 
completed a negative priming task to probe residual activation or inhibition of 
locations that had previously contained competitor items (see Fig. 9.5). Although 
monolinguals and bilinguals both experienced similar competition between the 
phonologically overlapping items, as evidenced by eye movements to competi-
tors, the groups differed in how they responded to the negative priming probes. 
Specifically, bilinguals inhibited the visual location of the auditorily received 
input, and the strength of this inhibition was correlated with their performance on 
a non-linguistic executive control task. For the monolingual group, inhibition of 
phonological competitors did not relate with the group’s executive control abili-
ties. By exploiting the tight link between incoming auditory information and the 
corresponding visual representations, Blumenfeld and Marian provided empirical 
support for the idea that cognitive control mechanisms can be affected by linguis-
tic experience.

These enhancements in bilinguals’ executive function render a number of practi-
cal advantages. For example, bilinguals’ ability to avoid distraction from irrelevant 
languages may be one reason that they are better than monolinguals at learning a 
new language’s vocabulary (e.g., Cenoz 2003; Kaushanskaya and Marian 2009; 
Keshavarz and Astaneh 2004). To test this possibility, Bartolotti and Marian (2012) 
trained monolinguals and bilinguals to equivalent levels on vocabulary in a made-
up language called Colbertian (matching the groups on novel-language proficiency 
ensured that effects were not due to one group learning better than the other). 
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Fig. 9.5  Sample visual display from the eye-tracking and negative priming paradigms. Partici-
pants were presented with an eye-tracking trial, in which they were instructed to locate the pic-
ture of a spoken object while another object on the display competed phonologically within the 
same language, English (e.g., plum-plug) (top of figure). Next, the inhibition of the competitor 
item was explored by asking participants to quickly locate a shaded asterisk that was positioned 
where the phonological competitor had been previously (bottom of figure). Although both Eng-
lish monolinguals and Spanish–English bilinguals made looks to phonological competitor pic-
tures, bilinguals displayed less residual inhibition of competitor locations than monolinguals, 
suggesting that their inhibitory processes may be more efficient. Consistent with this interpreta-
tion, bilinguals’ (but not monolinguals’) inhibition on the priming probes was inversely corre-
lated with their performance on a non-linguistic executive control task. (Adapted from Blumen-
feld and Marian 2011 Fig. 1 Panel A.)
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Interference from participants’ previously known language (i.e., English) was then 
tested using the visual world paradigm. As in other visual world paradigm studies 
we have discussed in this chapter, participants were presented with a target object 
(e.g., an acorn, called “shundo” in Colbertian) and a distractor object whose English 
name either overlapped (e.g., “shovel”) or did not overlap (e.g., “mushroom”) 
with the newly learned name of the target object. As the phonological informa-
tion, “shundo,” unfolded, bilinguals made fewer looks to competitor items than did 
monolinguals. Although both monolinguals and bilinguals experienced competi-
tion between items that competed phonologically, Bartolotti and Marian’s findings 
suggest that the groups differ in how they manage this competition. Specifically, 
bilinguals were better able to suppress competition from their previously known lan-
guages, which may be a contributing factor to observed language-learning benefits.

Together, Bartolotti and Marian’s (2012) and Blumenfeld and Marian’s (2011) 
studies illustrate how eye-tracking evidence can be combined with knowledge 
gleaned from other behavioural, neuroimaging and electrophysiological tech-
niques to explore how and why bilinguals’ multi-modal linguistic experiences 
shape their cognitive systems. Methods that allow for the integration of auditory 
and visual inputs (such as eye-tracking) will advance the field of bilingual research 
by facilitating the exploration of higher order cognitive processes such as lan-
guage, memory, attention, and decision making.

9.4  Constraints of the Visual World Paradigm

Although eye-tracking provides bilingual researchers with an invaluable tool to 
index language processing and audio-visual integration within a spoken-word 
context, there are a few limitations (as with any behavioral or neuroimaging tech-
nique) that must be kept in mind. First, because of constraining study environ-
ments, researchers conducting eye-tracking experiments must select only a small 
subset of visual objects and auditory tokens when designing their studies. In real-
ity, the human language experience is not confined to utterances concerning only 
the objects within our immediate visual scenes. While a number of studies using 
the visual world paradigm have included full sentence structures (e.g., Tanenhaus 
et al. 1995), and some have investigated eye movements after the relevant visual 
scene has been removed (e.g., Altmann 2004), eye-tracking studies continue to 
rely primarily on tightly controlled auditory and visual inputs.

Second, effects of phonological competition within the visual world paradigm are 
susceptible to subtle task and presentation manipulations. For example, the amount 
of time that the visual images are displayed before the onset of an auditory stimulus 
affects the types of information that participants are able to access about those pictures 
(e.g., shape, semantic, or phonological information; Huettig and McQueen 2007), and 
phonological competition effects can be abolished by eliminating or providing only 
a short preview of the search display (for a review of how the mechanisms of visual 
processing affect language-mediated eye movements, see Dahan et al. 2007).
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9.5  Conclusions

What we learn only through the ears makes less impression upon our minds than what is 
presented to the trustworthy eye.

Horace

Eye-tracking with the visual world paradigm continues to be a valuable method 
for researchers interested in both the auditory and visual components of the lan-
guage system. The use of eye-tracking to examine both the architecture of the 
bilingual language system and the consequences of bilingualism for broader cogni-
tive functioning has provided crucial insight into the bilingual experience and the 
multi-modality of language. For example, eye-tracking research has demonstrated 
that a bilingual’s two languages are simultaneously activated (e.g., Ju and Luce 
2004; Spivey and Marian 1999; Weber and Cutler 2004) and interact in bottom-up 
and top-down fashions (Shook and Marian 2012). In fact, both of a bilingual’s lan-
guages are activated even when neither is being used (Chabal and Marian 2015). 
As a consequence, bilinguals must contend with competition arising both within 
and between their two languages (Marian and Spivey 2003a, b), which bolsters 
their executive functioning abilities (Blumenfeld and Marian 2011). More efficient 
executive functioning abilities, in turn, manifest in practical benefits such as the 
ability to more easily learn additional languages (Bartolotti and Marian 2012).

Such advances in the field of bilingual language processing and cognition can, 
in part, be attributed to the use of eye-tracking. By combining information from 
auditory and visual sources to closely resemble real-world, multi-modal situations, 
and by allowing language processing to proceed in a naturalistic context (Huettig 
et al. 2011), the visual world paradigm provides an ecologically valid methodol-
ogy for studying language processing. At the intersection of perceptual (e.g., audi-
tory and visual) and higher order processing, eye-tracking techniques can be used 
to explore how language interacts with other cognitive functions in a highly inter-
connected, non-modular mind (e.g., Prinz 2006).
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